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SUMMARY

The sales comparison approach, which is used ih estate valuation, is from a
mathematical-statistical point of view based onrdtiple linear regression analysis. Since
decades it has been considered as a standard preded analysing the real estate market
and to determine the current market value of retdtes. Nevertheless, since its introduction
the method has not been enhanced significantly. 8$tenated comparative value is in
particular depending on the number and the typgatide influencing variables which are
considered within the regression equation. Howether, multiple regression analysis suffers
from the facts, that on the one hand complex ioteras cannot be expressed by a functional
relationship, on the other hand, a large numbenfafencing factors and their interaction on
the purchase price are not known or cannot be ietghos

The aim of this contribution is to enhance the wv$eregression analysis in real estate
valuation by introducing a collocation approacheTesearch approach extends the system
equation of the regression by a signal componehis @dditional component contains the
mentioned value effecting influences, which carm®imodeled in an adequate way and thus
the collocation is able to exhaust additional infation. The results of the regression analysis
as a linear trend model are improved; the extenalgoroach is able to give a higher
explanation to the real purchase prices. The melbgg is tested on a real data set and the
results are validated by comparison of the predintarket values with real purchase prices.
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Use of Collocation M ethod as an I mproved Sales Comparison Approach

Sebastian ZADDACH and Hamza Alkhatib, Ger many

1. INTRODUCTION

The general aim of a real estate valuation is taeerchination of the market value. In
Germany, the Federal Building Code and the relebkesgd rules make sure, that the valuation
experts determine market-conform and generally@edevalues for real estates. The focus of
this research is based on the sales comparisoroagprin which the market value is
determined by comparing the valuation object witinchase prices of properties that match
the valuation object in a sufficient manner conoegrihe value influencing characteristics.

As a mathematical-statistical method for this vabrapurpose the regression analysis was
already adapted in the early 1920 for appraisghgaas and can be considered as a standard
since the 1980s in Germany. For random sampleiohwmany purchase cases are given, it
can be considered as the valuation method with higbest marketability. Within this
approach a dependent variable (e. g. the purchas® s explained by a linear (if applicable
non-linear) function representing a general trermbleh The model of the linear multiple
regression analysis assumes that there is a deistimicontext between the purchase price
and its value influencing characteristics.

The aim of this contribution is based on the fétat on the one hand in real estate market
analysis influence quantities occur, which canreekpressed by a functional relationship (e.
g. location), on the other hand a large numbenfdiéncing factors and their interaction on
the purchase price are not known or cannot be igth@s. g. characteristics of the purchaser).
More differentiated value relations cannot be egsped by easy functions. The deterministic
model therefore cannot be formed up fully and alye In order to take account of an
information content, which is not used up to notvisi possible to take advantage of the
collocation approach based on Ordinary Least Squ@eS). This approach was originally
established to solve problems in physical geodist; attempts were already developed at
the end of the 1970’s (e. g. Moritz 1980). Shoudtfter its introduction, the theory was applied
successfully for questions of valuation purposegy(éPelzer 1978, Ziegenbein and Hawerk
1978, Uhde 1982). By introducing the collocatidre tnethodology of the regression analysis
shall be extended. One of the main aims is to imprthie modeling of uncertainty and the
exhaustion of information, which has not been rmtsidered up to now. The collocation
approach extends the system equation of the regnedsy a signal component. This
additional component contains the mentioned vaffectng influences, which cannot be
modeled in an adequate way. The amount of signiiredd for each purchase data set is
composed of a linear combination of irregular apstematic differences that consist of the
non ascertainable characteristics, so that thigiaddl component involves parts of the false
specifications. In order to recognize and quarthfy additional information it can be assumed
that the residuals of the purchases, which arecadsd the closest to the valuation object,
have a similar explainable proportion of value etifeg influences. From this information an
autocovariance function can be derived, which dlessrthe behavior of the value between
the objects.
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2. USE OF REGRESSION ANALYSISFOR VALUATION PURPOSES

The use of the regression analysis can be regasiedstandard in real estate valuation since
the researches accomplished by Ziegenbein (191fpap30 years ago. Since the adaption,
the regression analysis has proved itself for muttional purposes; thus it is not only used
to determine the market value as it is definechanFederal Building Code for developed and
undeveloped real estates, but also to deduce relelata for real estate valuation (e. g.
conversion factors, index series). Simply, the ipldtlinear regression analysis is a model
which enables to explain a dependent variable (ghsen) by several value influencing
characteristics, the independent variables. In rotdeexplore such issues, data on the
underlying variables of interest are assembledthadegression analysis is used to estimate
the quantitative effect of the causal variablesnughe variable that they influence.

2.1 Theory of Multiple Regression Analysis

The regression analysis as an approximation meghas the possibility to explain variations
of the dependent variable by the variability of tilelependent variables to indicate a
functional connection. Besides, the connectionsvéen the dependent variable and the
independent variables are often known only vaguehpwledge about an exact function is
not given. For the applications in valuation pugmthis means that the market value of a real
estate is compared to the purchase prices of ptoperties that match the valuation object in
a sufficient manner concerning the value influegatharacteristics as independent variables.
From a mathematical-statistical point of view a mladt put up, in which the observatign

(e. g. purchase price per m?) is expressed regatdim independent variables:

Y=ttt Rt U= by byt [1]
j=1
wherei = 1, ... , nandn = number of data setg.is the dependent variabbe,... xm are the

independentor explanatory variablesand u; is the residual or error term. The residuals
contain the difference between the real observatamd the estimated value. The residuals
are characterised as the stochastic componeneattression model, whereas the functional
connection is characterised as the systematic coempdFahrmeir et al. 2009). The goal of

regression analysis is the estimation of the syatencomponent based on the given data set
for the observation and its value influencing pagtars and to separate it from the residuals.
In Eq. [1] by,..., by indicate the regression coefficients. The coedfithy, so called intercept

or offset, describes a constant term. It is sligletvident that in Eqg. [1] every independent

variable has an linear effect on the dependenablkai In case of matrix-vector notation, the

dependent variable can be noted yas[yl Y, ... 3{1]', the unknown parameters as
b=[h, b .. h]' and the residuals as=[u, u, ... y]'. The independent variables
are combined in the full ranked design ma¥iwith dimensionn x m+ 1]:
X=|: Co [2]
1 Xg = Xim
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Eq. [1] can now be represented by
y =Xb+u. [3]

The functional model is complemented with the séstic model which is given by the
variance-covariance matrix (VCM) of the observation

>, =0P?, [4]

where gis the unknown variance of unit weight, aRds the known weight matrix of the
observations. Concerning valuation approachessitigde observations are usually regarded
as independent from each other with equal variafiteen the weight matrix can be
formulated a$® = |, wherel is the identity matrix (Koch 1995). The optimatiestes of the
unknown regression coefficenbscan be given by means of OLS , i. e. the mininmzaof
the residuals sum of squares:

b=(X"X)"(X"y). [5]
The residuals can now be estimated as follows:
=y -Xb. [6]

2.2 Prediction

The OLS technique ensures the estimation of theawk parameters, which fit the sample
of data sets best in the specific sense of minimgizhe sum of squared residuals. After the
whole model is tested on its validity and the digance of the coefficients, the regression
function can be used to predict new values, usuallgeal estate valuation only within the

borders of the data sample. The prediction is taied by

9. =X,b. [7]

In this equation,y, includes the objects, which have to be predictet| X, the value

influencing variables for each object. The use loé tregression analysis for valuation
purposes presents itself as an iterative processhwill run through until an optimum
regression function is found. The definition asimpim regression function is a matter of
fulfilling different conditions, the possibilitie® deal with single defects are not topic of this
contribution and can rather be found in Ziegenl§28v7) or Fahrmeir et al. (2009).

3. USE OF COLLOCATION METHOD FOR VALUATION PURPOSES

Using the described application of regression aislyhe value of an objeygt is estimated.
The real causal relationship between dependerdiblas and value influencing variables can
only be given as a rough approximation. When coimpgahe function values with an actual
purchase price, a difference remains which refldwsimperfect modeling. The principle of
the collocation approach is based on the considerahat each (originally geodetic)
observation can be split into a regular systemaiimponenttfend), an irregular systematic
component gigna) and an irregular random componemiég. In the context of this
distribution the collocation is given as a Gaus#téet model; the functional model is
discussed in section 3.1, the stochastic modetéatian 3.2. For a more in-depth look at the
adjustment approach of the Gauss-Helmert modeNssaeier (2008).
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3.1 Functional M odel

According to Eq. [3] the classical regression asialyepresents a functional trend, which is
overlain by a random white noise. The functionahtt gives the explanation of the purchase
price by the most dominant value influencing chemastics. In analogy to the proposed
method of regression analysis, the functional modi&q. [3] is extended to the separation of
the residualsi into a signal pars and a random noise componentso in case of a simple
collocation the equation can be split into:

y=Xb+ s + 0§ +v. [8]
tr?r?dl signal — n;rse

prediction of signal

The componentO[s, describes the predicted signal which will be pafttlee practical

examinations of this contribution. The modelingtloé trendXb can be done (depending on
the task), for example by estimating lower or higbeler polynomials, splines or harmonic
functions. For applications in the context of tresearch initially a simple approach based on
linear functions will be used. The irregular randnaise occurs only in the measured values,
which is different to the stochastic signal. In tt@location approach, the trend parameters
are determined through an adjustment based on €1 at the trend functiodb adapts the
measuring points in an optimal way. The observati@n this case: the purchase prices) are
improved by the signal values gfthe noisev has to be filtered out in order to exhaust the
regular and irregular-systematic information. Hyalat locations where no original
observationyg, are available, the values of the trend compoightand the predicted signal
S, can be used to calculate predicted observations.

3.2 Stochastical M odel

In particular the prediction mentioned in the lasiction plays an important role in the
estimation of the target size. In a mathematicaksethis is an approximation method, in
which a value is determined at any point from theésteng, surrounding values. For this
purpose stochastic information of the observatmarsbe used in the collocation. Contrary to
the classical regression analysis, the predictiothne collocation is performed by exhausting
the dependences of stochastically neighboring whtens, which are described by their
covariances. For any random observation vectbe VCM is given by

2
2 PO,

> = : : . [9]
P00y o,

n

Here, si denotes the standard deviationidh observation angi the correlation coefficient
between the-th and thek-th observation. In order to simplify the appro&ehthe application
in the context of the valuation, it can be assuntteat> =1 . Similarly, the VCM can also be
established for the signal, postulating the distitn s ~N(0, X_). The cross-correlations
of the signal and the VCM of the observations aglected:

2. =2, =0 [10]
Regarding these conditions and including the ptedisignals,, the stochastic model for the
collocation results in
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, 0 0O
=0 I, I, |=05Q [11]
0z, I,

where T is the VCM, g2 the a priori variance factor an@ is the cofactor matrix (Moritz
1980). An important task in the collocation is @ilecation of Z_, the VCM of the signal.

The signal is stochastically dependent, sinceviblves the systematic effects. This can be
realized by assuming that neighboring observatimange an equivalent or similar behavior,
while observations that are farther away from eattler, can accordingly be considered by an
independent behavior. The mati, is thus given by

1 P P
A 12]
Ionl Ion2 1

in which the correlation coefficienp, refers to the correlation of the signal components
ands;, and in this case express the accordance congeimnvalue of two compared objects
andk. Of particular importance in this context is todia function to evaluatg, = f (S, Sk)

which represents the stochastic context correcilye solution to this problem is the
implementation of autocovariance functions, whigpraximate the behavior of the signal
and can be mathematically derived from the emgpirdata. In geodetic applications,
autocovariance functions are commonly used in teres analysis to model the stochastic
relationships between values of one or several-tirdered sequences of observations, the so-
called time series (see Moeser et al. 2000). Theeraknation of an appropriate
autocovariance function for use in valuation pugois described in section 4.3.

3.3 Estimation, Filtering and Prediction

Using the stochastic context between the signalpomants the three main tasks - estimation
of trend parameters, filtering and prediction - ¢tenestimated by means of Gauss-Helmert
model (see Eq. 8). After the introduction of thestfisimple trend model based on multiple

linear regression analysis, the trend parametegsestimated again with the additional

information from the VCM of the signal and thus argroved. The adjusted coefficients are

given by:

A

Boi= (X"H™X) "X 'Hy [13]

whereH = Q, +Q, and BKon denotes the coefficients of the trend componeaingared to

the multiple linear regression analysis, whichgsimized in regard to the required valuation
standards, the regression coefficients now changeekestimating the collocation model.
After estimating the Lagrange multipliers by
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K=H™(y-Xbyy ). [14]
the residuals can be calculated by
v=Q,k [15]

yy oo

The estimated signal can be determined by
s=QK. [16]

Based on these results, the next step is the pi@did-or this purpose, the values of the
validation sample are predicted on the basis ofedsigmation and filtering, in which no
observational data, but only the independent paterhare given. The relationship

$ = Q. k [17]

can identify the signal components in the predictiata. The calculation of the trend
component is done by solving the equation

9,7 =X Doy [18]

where 9p+ is the predicted observation an, contains the independent variables of the

validation sample. If the observations are deteeahim this way, they have to be improved by
the predicted signal component:

4. PRACTICAL RESEARCH APPROACH

In the following chapter, the collocation introddce chapter 3 will be put into practice for
valuation approaches. The data base used heres@mmale of the Automated Purchase
Records (APR) of the expert committee for realtestaluation in Hanover. According to the
research approach displayed in Fig. 1, the expatinie divided in the steps of data
preparation, estimation, filtering and prediction.

4.1 Description of the Data Sample

As a first spatial submarket the capital of Lowax&y, the city of Hanover, is chosen. For
the objective submarket a homogeneous sample hbe formed, for which a sufficiently
large number of cases is available and where thectsbare distributed evenly across the
study area. Due to the available data, undeveltgretlis selected which is reserved for future
residential use. In addition to the value affectoigracteristics, which are included in the
database of the APR, additional data about eadctcbly collected, in particular with regard
to the characterization of the location. Overadiséd on the available criteria, 1.199 sales
from the years 2000 to 2011 with a total of 37 deas$ for each object can be determined as
the data sample used for this study. In order talide to assess the quality of the collocation
approach, the method of cross-validation is appliBae basic idea of this method is to
separate a part of the original sample and to partbe estimation with the remaining data.
For the subsequent validation the observations fthen previously separated sample are
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estimated by the collocation approach and therc@mgpared with the original observations of
the validation sample (Cressie 1993). As a prejmaratep (Fig. 1) a data sample with a size
of 10 % of the whole data set is randomly separasea validation sample.

1. Preparation
Data Sample

Reduced Data Sample

Validaiton Data Sample
10 % of original data sample

90 % of original data sample

Determination of Functional Trend  _ _ _ _ _
multiple linear regression analysis

2, Estimation & Filtering l

|
|
|
I
: 3. Validation
I
| A
Empirical Autocovariance Function | RS
|
+ L S _p  Classical Multiple Linear Regression
Analysis
Analytical Autocovariance Function
v aliaiety < Collocation
Estimation :
Estimation of new trend model | l
I
v .
Filtering JI RMSE
signal comparison of results

Fig. 1: Research approach.

4.2 Estimation of the Trend Function

According to Fig. 1, a further step of data preparais to perform a regression analysis with
the aim of estimating a suitable trend functionisTprocedure also allows to reduce the
collected value influencing characteristics toa gnificant factors (by the determination of
significant regression coefficients). After redoctiof the total sample for the validation
sample, a total of 1.069 data sets is availablafatysis. The dependent variable is appointed
to purchase price per area (€/m2). The determinatioan optimal regression function is
based on the requirements that are applied indhtext of the valuation standards and which
are not discussed in this paper (e. g. Ziegenb@ifv 1Uhde 1982). The estimated simple
trend function is introduced into the collocatioppeoach to determine the current non
exhausted information components.

4.3 Deter mination of the Empirical Autocovariance Function

After the determination of the functional trend,emnpirical autocovariance function has to be
estimated in order to be able to derive an appatgrnalytical autocovariance functigks
described in Section 3.2, the estimation, filterimgd prediction require determining an
appropriate autocovariance function that reflebes $tochastic behavior of the data in the
form of an autocovariance function correctly. Imtrast to the classical time series analysis,
valuation approaches require a modified definitbbnhis function as the observations are not
defined by time, but take an undefined number afependent variables into account.
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Ziegenbein (1977) and Pelzer (1978) have solvegtbielem by the introduction of so-called
Mahalanobis distance, which can be used to expresgliversity of single lots as an
dimensional distance of value. The number of dinterssm denotes the number of features
that are considered as value influencing. If theie@haracteristics of two compared objacts
andk are summarized in a vector, the result is given by

X =[% % %] [20]
X = [ X Xz -+ Xen] - [21]

From these vectors a difference can be computedotele as the indicato®, which

expresses the diversity of the two objects as it lsa concluded from the selected value
characteristics:

5@ :(Xi _Xk)(xi _Xk)‘ :Z(Xj A )2- [22]

m
/1

The variable\/% =9, is called the distance of value between two objdetathematically

Eqg. [22] describes an-dimensional space, wherg, expresses the distance between the

position vectorsx; and xx. The smaller this distance is, the lower the vatiiféerences
between the objects are. Pelzer (1978) has prodfed, the correlation coefficienp,

between the signals ands, of two objects can be regarded as a function efdistance of
values:

pi = f (5«) [23]

For the determination of the values of the emplireagocovariance function, the distance of
values to all objects according to Eq. [22] is a&dbed for each object in the data sample. The
so-formed value intervals are summarized in clagseshich an appropriate class width has
to be specified. For the current sample, 24 claasesdefined in which all calculated distances
of value can be sorted. In addition, the lineareshgjence of the successive distance classes
are estimated (Niemeier 2008). The tendency thatsticcessive values, here the clagses
andki.q (whered is the distance of the classes), are not stodadistindependent from each
other, is expressed by the autocovariance fun€iah) with

c(d) :n_ijgui Usq [24]

whered is the classn the number of values in the class andre the residuals calculated in
the trend model. Fait = 0 the calculation leads to the empirical varean€the observations;
for d > 0, the empirical covariances of the values, Wldce classified in the distandgare
calculated. By normalizing the empirical autocoaade function with the empirical variance
C(0), the empirical autocorrelation function is cald¢ath which is denoted by(d). A
graphical illustration of the empirical autocorteda function for the present sample is
depicted in Fig. 2.
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-=B-- Empirical Autocorrelation Function
Analytical Autocorrelation Function

Correlation p,

) 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
Distance of Values 5ik (Mahalanobis-Distance)

Fig. 2: Empirical and analytical autocorrelationriiations.

The empirical function forms the basis for the gtiehl determination of autocorrelation
function and thus to fill the required matkx. Based on the empirical curve in Fig. 2 the

assumption of an exponential function of the form
Py =€ a(d) [25]

can be assumed. The choice of the exponentialimcain be justified so that objects with
small distance of value are higher correlated tiese with larger distances. Therefore the
autocorrelation has to decrease with increasingevdistance. For the transition of the
empirical values to an analytic solution, the patana in Eq. [25] is to estimate as a
functional determinant coefficient. Here, a simpgression analysis can be used to find an
appropriate estimate. For the present data sarhplegtimation of the coefficient is -3.99.
Additionally, the distance of value is weighted farbetter adaptation of the analytical
function to the empirical value:

-3,99( (5 ) 1 max(sy ) )

Py=€ [26]

The resulting analytical autocorrelation functianalso depicted in Fig. 2. The determined
functional relationship now allows the filling di¢ covariance matri_ by substituting Eq.

[26] into EqQ. [12]. The matrixZSpsp according to Eq. [11] corresponds K (Eq. [12])
concerning the structure, but here the calculatstéwice of valued, between all objects to be
predicted is used. Accordingly, iri% the distance of values between the objects of
comparison and the objects to be predicated ak use
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5. DISCUSSION OF THE RESULTS

In the final step, the results of both methods havee compared: the prediction based on the
application of classical multiple linear regressiamalysis and the prediction based on the
collocation. For this purpose, the validation sam used (see Fig. 1), which has been
separated from the original sample. Both modelsuaeal to predict the dependent variables
(€/m2) based on the validation sample. In addittbe,results of the original observations, the
real purchase prices are compared to the prediction

5.1 Prediction of Purchase Prices

As mentioned before, the data sample is evaluaiaderning general valuation standards. By
using the top-down-strategy to identify the sigrafit coefficients the number of value

influencing characteristics of the originally calted 37 features can be reduced to only 7.
Tab. 1 gives an overview of the trend model, whilobtained by applying the regression

analysis on the given data base. It should be nibigtdthis is the result of a random sample,
where the validation sample was separated withoytsgstematic approach. For any other
combination of randomly seperated data samplegg thi#d be numerically different values.

Independent variable Regression coefficient Range
Intercept 112,96¢ -~ -]
GFZ 10,504 02-04 [
KD 0,005 08.02.00 —22.03.11 []
BRW 0,698 105-520 [€/m?]
KOMP -1,131 15,1-82,6 []
DISTZENTR -5,213 1,16 - 9,60 [km]
DISTGRUEN -11,931 0,01-2,40 [km]
VERA 13,807 Oorl [-]
Sample size n=1.096
Determination coefficient R2=0,61

Tab. 1: Results of the regression analysis (trendet).

Significant independent variables for the desaniptdf the selected submarket are: the floor
space index according to the local land use plan(B+2Z), the normalized date of purchase
to 01/01/2000 (KD), the land value per m2 (BRW)e ttompactness of the property as a
measure of the lot form (COMP), the distance todite center of Hanover (DISTZENTR),
the distance to the next green and recreation(8&&I GRUEN) and as an additional dummy
variable, particularly the seller (VERA, 0 for aiyate person, 1 otherwise). The
determination coefficient of the calculated regi@sgunction is 0.61 and can be rated based
on experience in valuation approaches as high septation of dependent variables by means
of independent variables (Ziegenbein 1977). It &hdae noted that the regression results
according to Tab. 1 are only valid in the rangetld parameters; limits are set by the
minimum and maximum of each independent variablerfdata set of the validation sample
has to be within these limits. In cases, wherelsingriables are beyond these limits, the
complete data set has to be removed from the validgample. After this review, 126 data
sets remain in the sample, 4 data sets do noll thifise requirements. For the remaining data,
the dependent variable is predicted by the classegression approach. Similarly, the
dependent variable is predicted in the collocatandel. As a result of the different
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evaluations the 126 predicted values based onetipession ¥, ), the collocation ¥, ) and

the original observationy) can be compared. A representation of the remitlown in Fig.

3. In the figure, the original purchase priceshs validation sample are sorted in ascending
order, the predicted values from regression ankbcation are also shown (in dashed red and
blue lines, respectively). It can be clearly sd®t both results, based on only regression and
based on collocation, strongly deviate from theiosl prices at the edges of the sample (<
175 €/m2 and > 325 €/m?). In contrary, a relativgbod fit between prediction and real price
purchases can be observed in the middle part. Henvéhis result was expected because less
data are available for the interpolation of estesait the functional borders.

350

300

250

200

Estimated Value [€/m?]

150

Originial Purchase Price
|| mm—— Results of the Regression
| - Results of the Collocation

|

|

|

|

|

: | 1 1 1
0 20 40 60 80 100 120
Number of Data Set

100

Fig. 3: Comparison of the results

The direct comparison of both model approaches shbwat in most cases the residuals of the
collocation are below the regression and thus, )gsected, an additional information
component is exploited, that provides a bettetofithe original observations. To evaluate the
guality of the models the mean square error (MSH) loe determined for both approaches
(Willmott and Matsuura 2005). The MSE is basedlmtariance of the sample and is given
by

n

MSE = %z( e [27]

i=1

wheren is the sample size of the validation set (here: 126) and for the predictegl the
values from the regression or collocation functoe used. For a more interpretable measure,
the root of the MSE is additionally drawn (root mesguare error, RMSE). The RMSE of the
regression analysis is at approx. 44 €/m2, the RMS#e collocation approach at about 34
€/m2. On average, the consideration of the sigonaiponent is able to improve the classical
approach by about 23 %. Since the validation sangpiemoved as part of cross-validation
randomly from the total sample, the results presetiaire only appropriate for these samples.
In order to demonstrate the general improvemenh®fsales comparison approach extended
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by the collocation, the methodology presented m Eiis repeated overall 500 times, i. e. the
total sample in each of these evaluations is dd/iderandom and the subsequent analysis
steps are performed based on the current data set.
In this way, the validity of an individual evaluati enables a general assessment of the
collocation approach in valuation applications. &Aeesult of the 500 simulations, the RMSE
for each run are presented. Fig. 4 (left) contéines RMSE for the regression analysis and
evaluations of the associated collocation resuitsllssimulation runs. In addition, the mean
values over the 500 simulations are shown. Thelteesfi 500 runs confirm the first run, a
general model improvement. The mean RMSE is impgtowsy the collocation of
approximately 44 €/m2 to 36 €/m2, which correspotwiss mean percentage increase in the
information exploitation from 17.5% (Fig. 4, righf)he comparative values, which have been
predicted in the collocation approach, differ orerage by approx. 11% of the original

purchase price, which confirms the investigatiomghe 1970s of Ziegenbein and Hawerk
(1978).

70
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Fig. 4. Comparison of the RMSE.

The presented results have shown that the exteosithe classical linear regression analysis
for a collocation approach is a useful additionviduation applications. The focus of the
presented approach lies in the prediction of ré&iaomparative values, which are based on
the data base by a few dominant value features dteateasy to grasp and represent the
original purchase prices in a good approximatiom iAcreased computational effort to
exploit the additional information can be toleratdd advantage in the presented approach is
the inclusion of an optimized regression analysisadfirst trend approach to collocation,
because in this way the advantages of the startareén approach leads to a more refined
evaluation approach. The goal of future researcto isnprove the modeling approach of
collocation. These are in particular the geograglhiistances between the comparison and
valuation objects, which have to be introduced msdditional determinant. In the expert's
practice, it is common that objects that are closthe valuation object simply have a greater
influence on the evaluation outcome. This situati@s to be considered in determining the
value-distances in the form of an additional weidbhe first approach to this was already
presented in Pelzer (1978) and Ziegenbein and Ha{#8i78). However, the studies refer to a
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single object which is predicted. In the presenteethodology reference values for 126
objects are estimated simultaneously, which makesexension of previously existing
approaches concerning the integration of geographlistance necessary. Another task is to
transfer the methodology to other submarkets with objective review of the general
applicability of the approach.
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